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Abstract—This paper presents non-negative factorization of
audio signals for the binaural localization of multiple sound
sources within realistic and unknown sound environments. Non-
negative tensor factorization (NTF) provides a sparse represen-
tation of multi-channel audio signals in time, frequency, and
space that can be exploited in computational audio scene analysis
and robot audition for the separation and localization of sound
sources. In the proposed formulation, each sound source is
represented by mean of spectral dictionaries, temporal activation,
and its distribution within each channel (here, left and right
ears). This distribution, being dependent on the frequency, can
be interpreted as an explicit estimation of the Head-Related
Transfer Function (HRTF) of a binaural head which can then
be converted into the estimated sound source position. Moreover,
the semi-supervised formulation of the non-negative factorization
allows to integrate prior knowledge about some sound sources of
interest whose dictionaries can be learned in advance, whereas
the remaining sources are considered as background sound which
remains unknown and is estimated on-the-fly. The proposed NTF-
based sound source localization is here applied to binaural sound
source localization of multiple speakers within realistic sound
environments.

Index Terms: binaural localization, robot audition, computa-
tional audio scene analysis, non-negative tensor factorization.

I. INTRODUCTION

HUMANS have the ability to identify, separate, and
localize sound sources while listening to complex sound

environments. The objective of machine listening is to repro-
duce human’s listening ability in order to analyze and under-
stand automatically the content of a sound scene, presumably
unknown in advance. Over the past decade, computational
audio scene analysis (CASA) has grown in interest in the audio
signal processing community, especially for the sound event
detection of speech, music, and recently moving forward to
all sort of environmental sounds [1]–[4]. Nowadays, CASA
faces realistic, complex, and challenging sound environments:
multiple sources are present simultaneously, in the presence of
background noise and reverberant conditions, and at different
and possibly moving positions. In this context, non-negative
matrix factorization (NMF) [5], [6] has considerably gained
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in popularity in the recent times for audio scene analysis with
competitive scores in international challenges [7], [8].

Humanoid robotics appears to be an ideal ground for the de-
velopment of machine listening systems reproducing humans
listening ability, and confronting realistic sound environments.
Furthermore, modern robotics applications require them to be
able to adapt to any environment unknown in advance. In
contrast with traditional computational audio scene analysis,
this can be achieved with a robot generally endowed with
multiple microphones which allows him to exploit spatial
information to localize, separate, and identify some sources of
interest around him. In particular, a humanoid robot has, like
humans, two ears to listen to its environment: consequently,
binaural audition is commonly used for the localization of
sound sources in robot audition. Binaural source localization
is generally based on the estimation of binaural cues such as
the Interaural Phase Difference (IPD) and the Interaural Level
Difference (ILD), and their conversion to the corresponding
sound source position (e.g., PHAT [9]–[11], DUET [12], [13],
MESSL [14], [15], among others [16]–[18]). This conversion
can be performed analytically through simple heuristics [13],
statistically through machine learning [18], or by using the
Head-Related Transfer-Function (HRTF) of the robot [16],
[17]. HRTFs are commonly used in humanoid robotics, since
it models the effect of the robot head and body on its sound
perception, and thus can be simply used to construct a mapping
between the sound source position and the corresponding
binaural cues. Like for computational audio scene analysis,
the challenge of robot audition has recently moved towards
binaural source localization within realistic environments [19].

This paper presents a framework based on multi-channel
non-negative factorization for the binaural localization of
multiple and simultaneous sound sources in the context of
humanoid robot audition and realistic sound environments.
Initially utilized for single channel audio signals, NMF pro-
vides a sparse time-frequency representation of simultaneous
sound sources by means of spectral dictionaries and temporal
activation. More recently, its extension to multi-channel audio
signals such as multi-channel NMF and non-negative tensor
factorization (NTF) [20], [21] allows to integrate implicitly
spatial information through considering a term of mixing of the
sound sources over multiple channels. However, these mixing
factors can not necessarily be translated into some explicit
spatial information for sound source localization, such as the
azimuth of the sound sources: for instance, the “spatial posi-
tion” determined [22] is limited to the estimation of the mixing
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scalars, and evaluated on a single and simple study case.
In more recent contributions, multi-channel NMF has been
proposed for sound source localization based on beamforming
from a microphone array [23], [24]. The main contribution
of this paper is to present a NTF framework specifically
designed for binaural sound source localization. It proposes
the formulation of a binaural NTF, in which the mixing
matrices are function of the frequency and interpreted as the
head-related transfer function (HRTF) of the binaural head,
which encodes the spatial information of the sound sources.
Additionally, a generic binaural framework is presented to
face realistic sound source localization, by integrating prior
knowledge about the spectral content and the nature of the
sound sources to be localized within some unknown back-
ground sound environment. Finally, this constitutes the first
evaluation of NTF in a task of sound source localization, and
especially for binaural sound source localization.

The remaining of the paper is organized as follows: the fun-
damentals of robot audition are presented in Section II, with a
particular attention on binaural audition, binaural sound source
localization, and head-related transfer function (HRTF). Then,
the proposed NTF framework for binaural source localization
is described in details in Section III. The proposed NTF-
based localization method is evaluated in Section IV for the
localization of multiple speakers within realistic environments
and compared to State-of-the-Art (SoA) NMF separation and
binaural localization methods.

II. ROBOT AUDITION AND BINAURAL SOUND
LOCALIZATION

Binaural audition has been receiving a growing attention
recently, due to an increasing demand for humanoid robots
endowed with bio-inspired perception and symbiotic interac-
tion between humans and robots. This paper is rooted in the
binaural paradigm [25], [26] where only two signals origi-
nating from two microphones placed on an anthropomorphic
head must face complex auditory scenario, involving simulta-
neous spatialized sound sources under noisy and reverberant
conditions [27]. This section introduces the fundamentals
of binaural audition, including the notions of head-related
transfer functions, binaural cues, and binaural sound source
localization.

A. Binaural audition

Let us consider a single pointwise sound source emitting, at
time t in samples, a signal sptq whose position is defined by
its distance d (in m), azimuth θ (in rad) and elevation ψ (in
rad) w.r.t. the head of a robot. Its frequency counterpart Sk,n
is obtained by a Short-Term Fourier transform (STFT), with
the frequency index k P r1, . . . , F s in bins, and the time index
n P r1, . . . , T s in frames. Let us define ylptq and yrptq the left
and right ear signals perceived by the robot, with frequency
counterparts denoted by the tensor Y P C2ˆFˆT and the left
and right scalar Yl,k,n and Yr,k,n respectively.

The perceived binaural signals are obtained by the mod-
ification brought by the body of the robot to the incident
source sound wave, including its torso, head and pinnas

s(t)

✓

noise noiseyl(t) yr(t)

d
hl,d,✓(t)

hr,d,✓(t)

Fig. 1. Illustration of binaural sound source localization. A sound source
emits a signal sptq from the position pd, θ, ψ “ 0˝q, with θ “ 0˝

corresponding to a source placed in front of the robot. The source signal
propagates to the left and right ears of a binaural system, thus defining the
left and right binaural signals ylptq and yrptq, both of them being related to
the source signal sptq thanks to the Head-Related Impulse Response hl,d,θptq
and hr,d,θptq respectively. Additionally to the source signal, a diffuse noise
field is simulated, producing some additive left and right noise signals.

effects. These effects are captured through the Head-Related
Impulse Responses (HRIRs) hl,.ptq and hr,.ptq, whose Fourier
transforms define the left and right Head-Related Transfer
Functions (HRTFs) Hl,. and Hr,., depending on the sound
source position (see Figure 1). As most of the studies on
sound source localization, this paper is strictly focused on
the estimation of the azimuthal localization of θ, so that the
elevation ψ and the distance d will be further ignored. Under
the anechoic assumption, the relationship between the emitted
source signal and the perceived binaural signals can be written
as

#

Yl,k,n “ Hl,θ,kSk,n

Yr,k,n “ Hr,θ,kSk,n
. (1)

In this paper, a KEMAR Head And Torso Simulator (HATS),
together with its measured HRTFs provided by the MIT
database [28], is used.

B. Binaural cues

Two primary auditory cues exploited by humans for binaural
localization are introduced, inspired by the duplex theory. The
Interaural Level Difference (ILD) is defined as the difference
between the intensity of the left and right ears as

ILDpk, nq “ 20 log
|Yl,k,n|
|Yr,k,n|

. (2)

The Interaural Phase Difference (IPD)is defined by the path
difference to be traveled by the source wave to reach the left
and right ears as

IPDpk, nq “ =
Yl,k,n
Yr,k,n

, (3)

where = denotes the phase in radians of a complex number.
By integrating the HRTFs as defined in Eq. (1) into Eq. (2)
and (3), one can directly express the expected binaural cues
as a function of the azimuth, as

ILDhrtfθ pkq “ 20 log
|Hl,θ,k|

|Hr,θ,k|
, (4)

IPDhrtfθ pkq “ =
Hl,θ,k

Hr,θ,k
. (5)
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This means that the position of the sound source can be
determined from the binaural cues, by comparison to the
expected values which can be derived from the HRTFs mea-
surements. The expected binaural cues are represented in
Figure 2, as a function of the source azimuth and the frequency
in Hz. While IPD exhibits an almost linear dependency to the
frequency, ILD shows more complex patterns, with frequency
components being possibly amplified or attenuated by up to
40dB.
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Fig. 2. Illustration of IPD and ILD cues, as a function of the source azimuth
and the frequency as measured from the HRTFs in [28].

C. Binaural sound source localization

In a real environment, the single source is emitting in a
possibly noisy and reverberated environment, so that Eq. (1)
is no longer valid. Accordingly, the sound source is localized
by comparison of the observed binaural cues ILD and IPD
with the expected binaural cues as computed from Eq. (4)
and (5) [29]. The estimated sound source position pθpnq can
be then determined as

pθILDpnq “ argmin
θ

}ILDp., nq ´ ILDhrtfθ p.q}, (6)

pθIPDpnq “ argmin
θ

}IPDp., nq ´ IPDhrtfθ p.q}. (7)

where ||.|| is the Frobenius norm, calculated over all frequen-
cies.

D. Issues and challenges

Since robots are more and more used in realistic envi-
ronments, the source localization must face the presence of
noise in the measurements. However, sound source localization
exhibits a serious drop in performance in the presence of

noisy environments [30], especially in the binaural context.
Besides, binaural sound source localization using HRTF is
generally limited to the localization of a single source, as
Eq. (2) and (3) only apply to one source [16], [31]. Its
extension to multiple sources is not straightforward, and would
require a time-frequency decomposition of the sources. The
proposed binaural framework assumes explicitly the presence
of multiple sources and noise in the measurements, and will
be able to face realistic sound environments.

III. NTF-BASED BINAURAL LOCALIZATION

The main contribution of this paper is the use of non-
negative factorization of audio signals for the binaural lo-
calization of multiple sound sources within unknown sound
environment. The proposed system is based on a Non Neg-
ative Tensor Factorization (NTF) [21], which is specifically
designed for binaural sound source localization. The proposed
binaural NTF framework is presented for the representation of
multiple sound sources, followed by a description on the main
contribution of the paper: how the sound sources are localized
from the NTF decomposition. In the following, vectors and
matrices are denoted by bold upper case letters, and tensors
by upper case letters with calligraphic letters.

A. NMF

Let X P R`FˆT be the matrix of some observations,
represented by the amplitude spectrogram of a signal xptq,
where F is the number of frequency bins and T is the number
of frames. The standard approximation of X by Non-negative
Matrix Factorization (NMF) can be written as:

X » V “WH (8)

where: W P R`FˆS is a dictionary of spectral bases, and
H P R`SˆT is a matrix of their activations over time, S
being the number of components. The NMF problem is then
to determine the pW ,Hq parameters which minimize a given
cost function CpX|V q. Usual costs are Kullback-Leiber (KL)
and Itakura-Saito (IS) divergences, which are both limit cases
of the β-divergence dβ , as defined in [32] (in equation 5).

CpX|V q “ Dβ pX|V q “
F
ÿ

k“1

T
ÿ

n“1

dβ pXk,n|Vk,nq (9)

The solution of the NMF problem, using β-divergence, can be
efficiently obtained by applying an iterative algorithm, derived
from a gradient step descent technique which leads to the
heuristic Multiplicative Update rules (noted ”MU”) [32].

B. Non-Negative Tensor Factorization of Binaural Signals

The Non-negative Tensor Factorization (NTF) is a gener-
alization of the NMF to multiple channels as provided by
multiple microphones [20], [21]. This generalization assumes
the sources are non-equally distributed over the channels and
represented by mixing matrices, thus introducing implicitly
spatial information within the NMF framework. This sec-
tion presents the general NTF framework and the specific
architecture designed for binaural listening and sound source
localization.
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The amplitude spectrogram X and its approximation V
are tensors in R`CˆFˆT , where C is the total number of
channels. Let Xc in R`FˆT be the matrix corresponding
to the channel c and Vc its approximation. Considering R
sources, the contribution term Vprq of the rth source to
the spectrogram approximation V is factorized by a mixing
matrix Qprq P R`CˆF and a spectro-temporal component
V prq P R`FˆT . This can be written in matrix form as

Xc « Vc “
R
ÿ

r“1

rQprqc V prq (10)

where the matrix rQ
prq
c “ diag Q

prq
c is the diagonal matrix

in R`FˆF with the coefficients set to Q
prq
c on the diagonal,

the vector Q
prq
c P R`F being the contribution of the mixing

matrix of the rth source to the channel c.
The NTF parameters are estimated so as to minimize the

reconstruction cost, defined as:

DβpX |Vq “
C
ÿ

c“1

DβpXc|Vcq (11)

where DβpXc|Vcq is defined by equation (9). The contribu-
tions of each channel to the cost function are independent, i.e.
there is no cross-channel term.

The proposed NTF architecture is specifically designed
for the binaural localization of speech sources mixed with
unknown noise sources, as illustrated in Figure 3. First, the
proposed NTF model assumes that the amplitude spectrogram
is a mixture of M speech sources and P noise sources. The
channel amplitude spectrogram Xc is then approximated by
Vc:

Vc “

M
ÿ

m“1

rQS,pmq
c V S,pmq

`

P
ÿ

p“1

rQN,ppq
c V N,ppq (12)

where V S,pmq P R`FˆT is the spectral component of the mth

speech source and V N,ppq P R`FˆT is the spectral component
of the pth noise source, and Q

S,pmq
c and Q

N,ppq
c P R`F are the

corresponding mixing vectors with the corresponding diagonal

matrices rQ
S,pmq
c and rQ

N,ppq
c P R`FˆF . Second, the proposed

NTF model also assumes spatial and spectral factorizations
that are specific to the binaural factorization of speech and
noise sources.

1) Spatial factorization: The binaural NTF is obtained
by setting the channels to c P tl, ru, with c “ l for the
left ear and c “ r for the right ear, obtaining a binaural
spectrogram X P R`2ˆFˆT . Accordingly, the mixing matrices
QS,pmq P R`2ˆF defined in Eq. (12) are considered as HRTF
estimates depending on the position of the corresponding
speech sources. The proposed binaural localization framework
can be generalized to more than two sensors, which would
require some additional measurements of the HRTF at specific
locations (e.g., left/right ear, nose, back of the head, etc...), and
the extension of binaural cues to multi-aural cues.

2) Spectral factorization: The spectral dictionaries of the
speech sources V S,pmq are learned or computed in advance
and then fixed as priors, while the parameters of the noise
sources V N,ppq are presumably unknown and learned on-the-
fly. Also, specific dictionaries are constructed depending on
the nature of the source. The speech sources spectral com-
ponents are factorized by using the source/filter factorization
as proposed in [33], [34] and [35]. The NMF source/filter
decomposition of the magnitude spectrogram of a speech
signal can be expressed as:

V S,pmq “ V
S,pmq

ex d V
S,pmq

Φ

“

´

W S
exH

S,pmq
ex

¯

looooooomooooooon

excitation

d

´

W
S,pmq
Φ H

S,pmq
Φ

¯

loooooooooomoooooooooon

filter

(13)

where the symbol d indicates the Hadamard product, i.e.
point-wise multiplication of matrices; V S,pmq

ex and V
S,pmq

Φ are
respectively the magnitude spectrogram of the excitation part
and the filter part; W S

ex and H
S,pmq
ex are the standard NMF

decomposition for the speech excitations V
S,pmq

ex , with W S
ex

being a fixed dictionary including periodic and noisy basis;
W

S,pmq
Φ and H

S,pmq
Φ are the standard NMF decomposition
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for the speech filters V
S,pmq

Φ . As proposed in [34], we learn
the speech filters W

S,pmq
Φ from the clean speech signals of a

speaker. The noise sources spectral components are factorized
as in classical NMF:

V N,ppq “WN,ppqHN,ppq (14)

A summary of the status (set, fixed or free) of the matrices
involved in the proposed NTF both in the training step and
the testing step is given in table I.

TABLE I
STATUS OF THE NMF/NTF MATRICES AND TENSORS FOR THE mth

SPEECH SOURCE AND THE pth NOISE SOURCE. THE COMPONENTS ARE
EITHER SET TO A STATIC MATRIX OR FREE (I.E. ESTIMATED) OR FIXED.

train test

W
S,pmq
Φ free fixed

H
S,pmq
Φ free free

WS
ex set fixed

H
S,pmq
ex - free

WN,ppq - free

HN,ppq - free

QS,pmq - free

QN,ppq - free

The MU for the proposed NTF with the β-divergence can be
derived straightforwardly from equations (12) , (13) and (14)
and the definition of the cost function in (11) . For simplicity,
the matrix based notation is used, i.e. with the matrices Xc,
Vc and vectors Q

S,pmq
c , QN,ppq

c with c P tl, ru rather than the
tensors X , V . Accordingly, the multiplicative updates (MU)
for the free parameters HS

ex,H
S
Φ , WN ,HN , QS

c , and QN
c

can be computed as follows.
Speech components :

H
S,pmq
ex ÐH

S,pmq
ex d

pWS
ex q
Jr

ř

c
rQ
S,pmq
c pXc d V β´2

c d V
S,pmq

Φ qs

pWS
ex q
Jr

ř

c
rQ
S,pmq
c pV β´1

c d V
S,pmq

Φ qs

H
S,pmq
Φ ÐH

S,pmq
Φ d

pW
S,pmq
Φ qJr

ř

c
rQ
S,pmq
c pXc d V β´2

c d V
S,pmq

ex qs

pW
S,pmq
Φ qJr

ř

c
rQ
S,pmq
c pV β´1

c d V
S,pmq

ex qs

Noise components :

WN,ppq ÐWN,ppq d
r
ř

cPtl,ru
rQ
N,ppq
c pXc d V β´2

c qspHN,ppqqJ

r
ř

cPtl,ru
rQ
N,ppq
c V β´1

c spHN,ppqqJ

HN,ppq ÐHN,ppq d
pWN,ppqqJr

ř

cPtl,ru
rQ
N,ppq
c pXc d V β´2

c qs

pWN,ppqqJr
ř

cPtl,ru
rQ
N,ppq
c V β´1

c s

Mixing matrices :

Q
S,pmq
c Ð Q

S,pmq
c d

rXc d V β´2
c d V S,pmqs1Tˆ1

rV β´1
c d V S,pmqs1Tˆ1

Q
N,ppq
c Ð Q

N,ppq
c d

rXc d V β´2
c d V N,ppqs1Tˆ1

rV β´1
c d V N,ppqs1Tˆ1

where 1Tˆ1 is a T -vector with ones.

Fig. 4. Comparison of the ILD from the Kemar dummy-head magnitude
HRTFs from MIT database (plain) and the estimated ILD from the QS matrix
in our NTF algorithm (doted). The data is a sentence of the speaker FCJF0
at the azimuth ´25o without noise in an anechoic room.

C. Proposed sound source localization from NTF

The proposed NTF framework can be used to localize the
sound sources, either by using the estimated binaural mixing
matrix or the estimated source images. In the former case, the
localization is processed internally in the NTF. In the latter
case, the NTF is used as sound source separation, which is
followed by an external sound source localization. As in the
previous subsection, the sound sources are speech sources,
though it can be applied to any kind of source.

1) Estimated binaural mixing matrix: The first idea is to
perform the localization internally to the NTF. Indeed, the
mixing matrix QS,pmq explicitly encodes the magnitude of the
HRTF, which will be noted MHRTF, of the left and right ears
of the binaural head. Consequently, it can be directly used to
compute the localization of each speech sources based on the
comparison of the MHRTFs estimated by the mixing matrices
and the true MHRTFs measured on the binaural head. First,
we compute the estimated ILD of the mth speech source :

ILDS,pmqpkq “ 20 log10

Q
S,pmq
l,k

Q
S,pmq
r,k

(15)

The computation of the estimated ILD in equation (2) is based
on the binaural spectrogram and is a function of the frequency
index k and the frame index n. The estimated ILD in equation
(15) is only a function of the frequency index k since it comes
from the mixing matrix QS,pmq which does not depend on
the frame index n. This estimation of the ILD is a global
estimation for the entire audio signal.

The estimated ILD is then compared to a set of ILDs
from a reference HRTF database in order to provide the
corresponding azimuth. The estimation of the azimuth is given
by the formula :

θ̂S,pmq “ argmin
θ

F
ÿ

k“1

g
´

ILDS,pmqpkq ´ ILDhrtfθ pkq
¯

(16)



IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING 6

where gp.q is a cost function. In general, gpxq “ x2 is chosen
as the cost function (Mean Square Error).

With respect to the Duplex theory, the frequency range on
which the ILDs are computed in equation (16) is restricted
to a high-frequency bandwidth (1500 to 4500 Hz). Figure 4
presents a comparison between the ILD estimated by NTF
and the corresponding ground truth ILD from an HRTF
database. Figure 5 illustrates the localization of two speakers
at same level with a diffuse noise at 0dB. It is important to
notice that due to the nature of the non-negative framework
which assumes non-negative real values, only the ILD can
be estimated from the decomposition. This limitation could
be removed by using Complex-valued NMF [36] in order to
exploit all of the binaural cues including the IPD.

2) Fixed binaural mixing matrix: A variant of this idea
can be obtained by using prior knowledge about the expected
MHRTFs, as measured in the HRTF database. Considering the
mth speech source and each possible MHRTFs associated with
azimuth θ, a binaural factorization is computed in equation
(12) with the corresponding mixing matrix QS,pmq

θ,hrtf being fixed
as one of the expected pairs of MHRTFs. Then, the localization
of the speech source is chosen as the one minimizing the cost
function, as follows:

θ̂S,pmq “ argmin
θS,pmq

DβpX |VθS,pmqq (17)

where VθS,pmq is the decomposition obtained with a fixed
mixing matrix QS,pmq

θ,hrtf and all other mixing matrices free. This
implies that all expected MHRTF mixing matrices must be
tested in the NTF algorithm for the considered speech source,
requiring as many decompositions as possible MHRTF mixing
matrices. This variant can be used to localize multiple speech
sources in a similar manner, but it is more computationally
expensive, since its complexity increases as the power of the
number of sound sources.

3) Speech source images: The third idea is to use the
individual speech source images as separated from the envi-
ronment noise sources to process the localization. The speech
source images Ŝ

S,pmq
c are separated using the standard gener-

alized Wiener filter [37]:

ŜS,pmq
c “ Yc d

Q
S,pmq
c d V S,pmq

Vc
(18)

where Y P C2ˆFˆT is the STFT of the stereo image of the
mixture, Yc P CˆFˆT is the corresponding matrix on channel
c and Vc is defined in equation (12). The separation can be
followed externally by a SoA binaural localization algorithm
in order to compute the azimuth from the estimated source
images. In particular, the ILD can be computed directly from
the sources images from (18), as:

ILDS,pmqpk, nq “ 20 log10

˜

Q
S,pmq
l,k

Q
S,pmq
r,k

¨
|Yl,k,n|

|Yr,k,n|
¨
Vr,k,n
Vl,k,n

¸

(19)

This is equal to (15) in the case where the amplitude
spectrograms |Yc,k,n| and their approximations by the NTF

factorizations Vc,k,n as defined in (12) are equal, for instance
if the factorizations are full rank.
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Fig. 5. Radar plot of the error function with respect to the azimuth
for multiple sound sources localization in a noisy sound environment. This
illustrates the NTF-based localization in the case of two speakers from TIMIT
located at -25° and +40° in the presence of a diffuse noise from QUT-NOISE
at 0 dB SNR. The black solid lines indicate the true position of the speakers,
the solid and the dashed curves indicate the opposite of the error function
estimated for the two speakers, whose maximum is the estimated position of
the speaker.

IV. EXPERIMENTS

A. Experimental setup

Two experiments were conducted in order to evaluate the
NTF-based binaural localization for the localization of one and
multiple speakers within realistic environmental noise.

1) Benchmark: The benchmark for the localization was
composed of three methods: SoA binaural localization algo-
rithms, including GCC-PHAT [11], DUET [12], and a binaural
localization algorithm based on ILD and described in equation
(6) (referred to as ILD); SoA binaural localization from the
source images as separated by NTF (as described in Section
III-C3 and referred to as NTF+sep), and binaural localization
from the binaural mixing matrix of the NTF, estimated or fixed
(as described respectively in Sections III-C1 and III-C2, and
referred as NTF +QS).

For all SoA algorithms, the localization was performed for
each frame of the Short-Term Fourier Transform (STFT) of
the signal windowed by a 25 ms Hamming window, with
50% overlapping, the estimated binaural cues were converted
into the corresponding azimuth by using the HRTF mapping
as described in equations (6) and (7), and a single azimuth
was determined for each simulation as the one maximizing
the azimuth histogram over the complete signal. For the NTF
algorithm, the chosen cost function in (16) is gpxq “

a

|x| and
the range of the ILDs is restricted between 1500 and 4500 Hz
accordingly to the Duplex theory. The activation matrices Hex
and HΦ are initialized by the outputs of an NMF on the mono
downmix of the mixture, and the noise matrices are randomly
initialized and the mixing filters are initialized in front of the
head. All simulations were conducted by using the Ircam Spat
software [38] dedicated to sound spatialization and artificial
reverberation, within the Max real-time audio environment 1,

1Max is a Visual Programming Language for Media, available at the web
page https://cycling74.com/products/max
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and by using the Kemar dummy-head HRTFs from the MIT
database [28]. In this database, the HRTFs were measured at
constant distance (1.4 meters) in an anechoic chamber and the
distance between the two ears of the Kemar dummy-head is
18 centimeters.

2) Sound localization database: A large set of binau-
ral sound scenes was created by mixing and spatializ-
ing speaker recordings from the TIMIT English-American
speaker database [39] and environmental sounds collected
from the QUT-NOISE-TIMIT database [40]. The TIMIT
speaker database is composed of 630 speakers pronouncing
10 sentences each, in which 2 are shared among all speakers
and the remaining 8 are different across all speakers, from
which 5 males and 5 females speakers were randomly se-
lected (MPDF0, FHEW0, FCJF0, FDAW0, FDML0, FECD0,
MGRL0, MJEB1, MKLS0, MMRP0). The 2 shared sen-
tences were used to train the speech dictionaries and the
8 remaining sentences for the localization simulations. Each
speaker has been spatialized with azimuth ranging from -90
degrees to 90 degrees, with a 5 degrees increment in front
of the binaural head. The other spatialization setups were
fixed as follows: the yaw of the speaker was oriented to the
center of the binaural head, and the aperture of the speaker
was set to 40 degrees. The background sounds used were
the CAFE CAFE-1, car WINDOWB-1, HOME KITCHEN-
1, and STREET CITY-1 collected from QUT-NOISE-TIMIT
database, which are long recordings (about 1 hour) of real
sound backgrounds.

The background sounds, originally mono-channel, were
used to simulate a diffuse background sound environment.
To do so, sound extracts were randomly selected at different
time position from the original background sounds in order to
create uncorrelated sound sources. These sound sources were
then located at different positions on a sphere surrounding
the binaural head as specified in [41]. Finally, speech and
background sound were mixed at four signal-to-noise ratio
(SNR): infinite, `6, 0, and ´6 dB. The SNR was measured
as described in [41]: for each spatialized source (source of
interest and background sound sources), the level is measured
at the center of the virtual head in absence of the head - i.e.,
in absence of any HRTF effect. These measurements are used
to compute the SNR between the sources of interest and the
background sound sources, and then to adjust the background
sound level to the desired SNR.

Two experiments were conducted: one with a single speaker
mixed within a diffuse noise, and one with two speakers in
the same conditions. In the single speaker case, the evaluation
is done on all combinations : the ten speakers spatialized
from -90 deg to +90 deg with a step of 10 degrees with
the four diffuse noises, which represents 760 combinations
at each SNR. In the two speakers case, the evaluation is
done on a subset : the 25 female or male pairs are taken;
the speakers position and the noise type are jointly and
randomly chosen on a subset of 40 combinations among all
possible combinations. The subset is randomly drawn for
each speakers pair. Finally, there were 1, 000 combinations at

each SNR.

3) Localization metrics: The main performance metric is
derived from the “gross accuracy” [19] defined as the pro-
portion of sources correctly localized within a ˘5 degrees
interval. Based on studies on the human accuracy in sound
source localization, a “perceptual gross accuracy” is proposed,
which accounts for the fact that humans are more accurate for
sound sources localized in front of them (a few degrees at
0 degree) and less accurate for sound sources localized on
their side (about 10/20 degrees at ˘ 90 degree) [42], [43].
In consequence, the proposed “perceptual gross accuracy”
(referred as GA%) has a threshold which varies linearly from
5 degrees at 0 degree to 15 degrees at ˘ 90 degree. Also,
the mean absolute error (referred as MAE) is computed as the
mean absolute difference between the real and the estimated
azimuth. A single azimuth is determined for each simulation
file, and the two performance measures are calculated by
comparison of the real and estimated azimuths.

B. Experiment 1: Single Speaker

1) Comparison of localization algorithms: Table II reports
the binaural sound source localization performance obtained
with the previously described algorithms for the single speaker
localization within a diffuse noise, as a function of the SNR.

TABLE II
GROSS ACCURACY (%), DIFFUSE NOISE, ONE SPEAKER.

COMPARISON OF THE BINAURAL SOUND SOURCE LOCALIZATION
ALGORITHMS.

SNR -6 0 +6 `8

binLoc
GCC-PHAT 6.6 15.9 45.9 100
DUET 6.8 11.0 29.7 98.6
ILD 16.2 45.1 78.4 100
NTF + sep
NTF + sep + GCC-PHAT 10.0 33.9 67.6 100
NTF + sep + DUET 10.4 37.7 68.1 98.6
NTF + sep + ILD 70.1 94.3 99.6 100
NTF + QS

NMF + est QS 79.9 96.2 99.7 100

The SoA binaural localization algorithms (binLoc) are
dramatically affected by the presence of noise. The first set
of NTF-based algorithms (NTF + sep), for which the binaural
localization is computed from the source images as separated
by NTF, clearly improves the localization performance. In
particular, the NTF + sep + ILD algorithm presents a good
performance at all SNR, with 99.6% GA at `6 dB and
94.3% GA at 0 dB SNR and 70.1% GA at ´6 dB. The
NTF-based algorithms (NTF est, NMF + est QS) for which
the localization is computed from the estimated binaural
mixing matrix present the best localization performance, at
all SNRs. In particular, the localization obtained from the
binaural mixing matrix is clearly better than the one obtained
from the source images (NTF+sep+ILD) , and with less
complexity: the localization is directly computed from the
binaural matrix and does not require to compute the source
images.
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The localization error distribution has been examined, Fig-
ure 6 presents the MAE (Mean Absolute Error) obtained as a
function of the true azimuth, with different SNR for the NTF
+ est QS architecture. The error distribution is asymmetric,
which is in concordance to the asymmetric nature of the
HRTFs. Also, the error is increasing from the front (0 degree)
to the sides (+/- 90 degree), which is a well-known issue in
sound source localization and in agreement with the human
localization ability as reported in [42], [43]. Finally, the figure
shows that the localization error is under 5 degrees in average
at `6 dB and 0 dB, and then increase substantially at ´6 dB,
especially on the sides.
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Fig. 6. Mean Absolute Error (deg.). One Speaker. Estimated vs. Real azimuth
as a function of the SNR.

2) Comparison with SoA source separation algorithms:
The proposed NTF binaural sound source localization al-
gorithm, has been compared by using SoA sound source
separation algorithms as presented in [21]. The SoA source
separation algorithms comprises: the standard decomposition
based on the Multiplicative Updates (MU), and a probabilis-
tic model based on an Expectation-Maximization algorithm
(EM) (see Flexible Audio Source Separation Toolbox [35]).
In Table III, the two approaches are compared on the sound
source localization task : from the estimated binaural mixing
matrix (MU or EM + QS) and from the source images as
described in Section III-C3 (MU or EM + sep + ILD). For
a fair comparison, all algorithms are based on standard NMF
decomposition and free mixing matrices for the sound and
noise sources. Please note that the MU + sep + ILD algorithm
is strictly equivalent as the one previously referred as NTF +
sep + ILD. The localization based on the estimated binaural
mixing matrix yields the best performance (EM and MU), and
once again is better than the localization based on the source
images. The localization performance is significantly lower for
the EM approach, which confirms previous report that the MU
is more robust that the EM to non punctual sources (see [35]).

Table IV compares the source separation algorithms on the
sound source separation task. This is done in order to assess
whether a better separation of the sound sources leads to a
better localization. The performance is measured in terms of
SDR (Signal to Distortion Ratio), ISR (source Image to Spatial

TABLE III
GROSS ACCURACY (%), DIFFUSE NOISE, ONE SPEAKER. COMPARISON

OF SOA SOURCE SEPARATION ALGORITHMS FOR SOUND SOURCE
LOCALIZATION.

SNR -6 0 +6 `8

MU + QS 79.9 96.2 99.7 100
MU + sep + ILD 70.1 94.3 99.6 100
EM + QS 39.2 76.2 96.7 100
EM + sep + ILD 39.2 76.2 96.7 100

distortion Ratio), SIR (Source to Interference Ratio) and SAR
(Source to Artifacts Ratio) as defined in [44]. On the one hand,
the EM version has a better SIR, raising less interference in
sound source separation with an acceptable SAR, thus indi-
cating a better separation in the spectral/temporal dimensions.
On the other hand, the ISR is higher with the MU approach,
indicating a better separation with the MU version in the
spatial domain, and consequently a better localization.

TABLE IV
SDR, ISR, SIR, SAR, DIFFUSE NOISE, ONE SPEAKER. COMPARISON

OF SOA SOURCE SEPARATION ALGORITHMS FOR SOUND SOURCE
SEPARATION.

SNR SDR ISR SIR SAR
MU
-6 -1.0 8.3 -2.8 13.4
0 0.7 9.3 4.1 15.1
+6 0.5 3.3 11.1 17.3
EM
-6 -1.0 2.5 3.6 5.2
0 0.9 5.2 9.4 8.7
+6 0.4 2.7 16.8 13.1

3) Comparison of NTF variants: Finally, several variants
of the NTF + QS algorithm have been examined in table V,
comprising: the nature of the speech dictionary: a standard
NMF (NMF), or a source/filter NMF (SF-NMF); the nature
of the speakers used for learning the dictionary and for
testing: the same speaker in both steps (w. speak.), or two
different speakers (w./o speak.) of the same genre (male/male,
female/female); the nature of the noise source: none (w./o
QN ), a noise source present but not localized (cst QN = 1,
i.e., the noise source is supposed to be in front), and noise
source present and localized (est QN ).

TABLE V
GROSS ACCURACY (%), DIFFUSE NOISE, ONE SPEAKER.

COMPARISON OF THE NTF-BASED BINAURAL SOUND SOURCE
LOCALIZATION VARIANTS.

SNR -6 0 +6 `8

NTF + QS

NMF w. speak. w. est QN 79.9 96.2 99.7 100
SF-NMF w. speak. w/o QN 10.1 17.6 39.3 100
SF-NMF w. speak. w. cst QN 52.1 71.6 85.5 80.5
SF-NMF w. speak. w. est QN 86.3 96.6 99.5 100
SF-NMF w/o speak. w. est QN 85.7 95.9 98.9 100

First, the use of a source/filter model specific to the
speech dictionaries improves the localization as compared to
a standard NMF. Second, the localization performance is not
really affected by the speaker used to construct the speech
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dictionaries (SF-NMF w. speak. w. est QN vs. SF-NMF
w/o speak. w. est QN ). Not surprisingly, prior knowledge
of the speaker to be localized improves his localization, but
the difference is relatively slight compared to the use of an
arbitrary speaker in the training step, with a loss smaller than
1% at all SNRs.

Thirdly, the integration of a noise source and its localization
greatly improves the localization in unknown noisy
environment. The absence of a noise source model provides a
poor localization in the presence of noise. The addition of a
noise source model at a fixed position substantially improves
the sound source localization. Finally, the free estimation
of the noise localization again substantially improves the
sound source localization. A close look on the effect of
the estimated noise source on the sound source localization
performance as a function of the SNR shows that the lower
the SNR is, the more the noise source localization helps the
speaker localization (`14.0% GA at `6 dB, `25.0% GA at
0 dB, and `34.2% GA at ´6 dB).

4) Exploiting MHRTF priors: Finally, Table VI compares
the localization obtained with fixed binaural mixing matrices
(SF-NMF + fixed QS), as described in Section III-C2, with
the localization obtained from the estimated one (SF-NMF
+ est QS). In the former, a sparsity constraint on the noise
activation matrix HN has been added in order to avoid that
most of the binaural signal is explained by the free noise
sources, thus conducting to wrong localization. Once again,
the freely estimated sound source mixing matrix yields to the
best performance, while the sparsity constraint on the noise
activations substantially improves the localization performance
with the fixed MHRTF binaural mixing matrices.

TABLE VI
GROSS ACCURACY (%), DIFFUSE NOISE, ONE SPEAKER. COMPARISON

OF FREE VERSUS FIXED BINAURAL MIXING MATRIX.

SNR -6 0 +6 `8

SF-NMF + est QS 86.3 96.6 99.5 100
SF-NMF + fixed QS 70.7 70.9 65.2 50.0
SF-NMF + fixed QS + sparse HN 77.6 88.6 89.5 80.5

The main conclusions of this first experiment are: 1) The
proposed NTF-based sound source localization is more robust
by far to unknown background noise than SoA binaural sound
source localization algorithms; 2) The localization computed
from the binaural mixing matrix is better than the one from
the binaural source images while requiring less computational
cost. 3) The proposed NTF binaural architecture with the
source/filter decomposition is better than the localization ob-
tained with SoA sound source separation algorithms (MU/EM)
with standard NMF decomposition.

C. Experiment 2: Multiple Speakers

Table VII reports the results obtained for the localization
of two speakers within a diffuse noise, as a function of the
SNR. In this experiment, one of the two speakers is a male
and the other being a female. Only the NTF + QS algorithm

and its variants were retained from the previous experiment
for the localization of multiple speakers. As for the previous
experiment the same behavior is observed for the localization
of multiple speakers: the best localization is obtained with a
source/filter model and the estimation and localization of the
noise source.

TABLE VII
GROSS ACCURACY (%), DIFFUSE NOISE, TWO SPEAKERS.

THE ALGORITHMS ARE THE NTF BASED ALGORITHMS. FOR THE
SPEAKERS: THE TIME-FREQUENCY BASES ARE BASED ON THE STANDARD

NMF AND THE SOURCE/FILTER MODEL SF-NMF. FOR THE NOISE
SOURCES: THE TIME FREQUENCY BASES ARE BASED ON THE STANDARD
NMF, THE MIXING MATRIX IS IGNORED (W/O QN ), FIXED TO ONE (W.

CST QN ), AND ESTIMATED (W. EST QN )

SNR -6 0 +6 `8

one speaker
NMF w. est QN 79.9 96.2 99.7 100
SF-NMF w. est QN 86.3 96.6 99.5 100
two speakers
NMF w. est QN 63.1 74.9 76.1 75.2
SF-NMF w/o QN 47.2 58.4 69.8 87.5
SF-NMF w. cst QN 59.7 69.8 74.1 74.2
SF-NMF w. est QN 64.7 72.0 75.3 79.4
SF-NMF w. est QN w perm. 68.7 74.5 76.5 80.0

The localization performance is around 60-75% for the NTF
+ QS (SF-NMF w. est QN ) and increases to 70-80% by
ignoring localization errors due to a speaker identification error
(SF-NMF w. est QN w. perm), i.e. permutation of the male and
the female speakers. This constitutes encouraging results for
the NTF-based binaural localization of multiple sound sources,
as compared to the results reported in [25], [26], especially
considering the complexity of the localization of two speakers
in the presence of realistic background sounds. However, there
is a clear loss in localization performance for the localization
of two speakers (around 30%) as compared to the one of a
single speaker. This loss can be explained by three causes: 1)
a mismatch between the speakers, 2) a degradation due to the
presence of a noise, and 3) a wrong separation between the
speakers which would in its turn affects the localization, by
compensating the wrong speaker reconstruction by the mixing
filters. The effect of the speaker identification error remains
relatively small (from 1.2% GA at `6dB to 4% GA at ´6dB).
The effect of the noise is certainly present, but does not explain
a large part of the loss, since the localization performance
drops by 20-25% even in ideal conditions (with no noise,
SNR=`8). In consequence, the most likely cause of the
localization error is a wrong separation between the speakers.
These observations show the current limitations and raises the
challenges for further research on the binaural localization of
multiple sound sources in realistic environments.

V. CONCLUSION

A non-negative factorization of audio signals for the binau-
ral localization of multiple sound sources has been presented
in this paper. In this proposed formulation, each sound source
is represented by mean of spectral dictionaries, temporal acti-
vation, and its distribution within each channel (here, left and
right ears). The binaural mixing matrix can be used directly to
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estimate the ILD corresponding to each source and thus their
localization. Also, spectral dictionaries can be constructed in
advance for some sources of interest to be localized, while
some other background sources can remain unknown and
estimated on the fly. A couple of experiments conducted
on simulated but realistic sound environments consisting of
one or two speakers mixed within a diffuse noise shows
the efficiency of the proposed method and its robustness
to unknown background sounds. Further research will focus
on the exploitation of the phase information in the mixing
matrices in the NTF algorithm in order to exploit all binaural
cues (ILD and IPD), the localization of more than two sound
sources, and the experimentation within real robotic and sound
environments.
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